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Abstract—The main contribution of this paper is the implementation and experimental evaluation of a signal reconstruction framework for Wireless Sensor Networks (WSNs). We design WSN-Control, an architecture to control a WSN from an external server connected to the Internet. Within such architecture, we implement a compression and recovery technique that combines Principal Component Analysis (PCA) and Compressive Sensing (CS) to reconstruct signals with many components from a sensor field through the collection of a relatively small number of samples, i.e., through incomplete representations of the actual signal. Overall, our experimental results show that a careful use of CS recovery is effective and can lead to a fully automated system for data gathering and reconstruction of real world and non-stationary signals in WSNs. In detail, WSN-Control effectively recovers signals showing some temporal and/or spatial correlation, from a relatively small number of samples, even below 20%, keeping the relative reconstruction error smaller than $5 \cdot 10^{-3}$. Signals with more irregular and quickly varying statistics are also recovered, even though the reconstruction error becomes highly dependent on the number of collected samples. CS minimization is obtained through the recently proposed NESTA optimization algorithm. Our implementation of CS recovery is available in [1].

I. INTRODUCTION

In this paper we present WSN-Control, a framework for the reconstruction of signals from Wireless Sensor Networks (WSNs) with a large number of nodes. Our application scenario includes data monitoring from a sensor field where the signal of interest shows spatial as well as temporal correlation. The relatively large number of deployed sensors allows the reconstruction of the physical phenomenon of interest with high accuracy. Nevertheless, the correlation structure of the signal makes it possible to acquire sufficiently accurate representations (in space and time) of the signal without collecting samples from every network node at each data collection round. In fact, our goal is the implementation and characterization of a data acquisition system that allows the signal reconstruction with high accuracy through the collection of data from a small number of sensors. This system shall be self-adaptable to changes in the signal statistics and tunable in terms of target reconstruction error. For the signal reconstruction we advocate the use of Compressive Sensing (CS) [2], [3], a technique that has been proved to be effective for the compression of video and images [4] and, recently, also for the reconstruction of signals in WSNs [5].

In the last few years the problem of collecting data from WSNs while performing joint compression and coding has been studied quite intensively. For example, [6] used classical source coding (see e.g., [7]) to design routing algorithms with re-encoding of information at the relay nodes, and [8] investigated the relation between the routing scheme and the location of aggregation/compression points in terms of the correlation structure of the data. We observe that these approaches are in general characterized by a significant cost in the transmission of control packets to implement the proposed joint data gathering and compression schemes. In fact, the transmissions from correlated sources must be coordinated in time (for example suppressing the transmission of redundant data) and this implies the synchronization of node activities at channel access and routing levels.

CS is based upon the fundamental fact that a signal having a sparse representation in one basis\(^1\) can be recovered from a small number of projections into a second basis that is incoherent [2] with respect to the first one. In fact, for an $M$-sparse signal composed of $N$ samples, approximately $L (L \simeq \xi M$, where $\xi \simeq 3$) of its projections into the second basis suffice for its reconstruction with high probability, where the value of $\xi$ depends on how incoherent the two bases are. The implication of this is that instead of sampling the signal $N$ times, $\xi M$ measurements (with $M \ll N$) may suffice for reconstruction. In a WSN scenario, a critical point for the successful application of CS to WSNs consists of finding suitable incoherent bases for the projections, without requiring any pre-processing by the data gathering nodes [9].

Another critical point at the core of the CS recovery of the original sparse signal is a constraint convex optimization problem, the minimization of the $\ell_1$-norm of a vector in the solution space. In order to be applied into real WSNs, this algorithm should be both accurate and lightweight. Most of the algorithms proposed in the literature are not able to guarantee both accuracy and low complexity, e.g., second order methods such as interior points [10] are accurate, but have high computational complexity, while first order methods [11] are usually faster, but in order to be also accurate they need a

---

\(^1\)That is, many of the coefficients used to represent the signal in this basis are zero or negligible with respect to the other coefficients.
large number of iterations. In WSN-Control we have integrated a recently proposed reconstruction algorithm to solve the convex optimization problem of CS, i.e., NESTA [12], that applies the Nesterov [13] minimization method to CS. NESTA relates the parameters of the optimization algorithm directly to the measurement noise and the desired accuracy, making the application of the algorithm very flexible since it does not require a long setup. The algorithm has been implemented within our framework for a direct application to WSNs.

One of the first papers proposing the use of CS in a distributed networking protocol is [14], which targets the energy efficient estimation of data in a WSN and proposes a technique that requires temporal synchronization of transmission activities and only works for single-hop networks. In [15] the authors consider a WSN where some nodes may fail; the goal is to identify these nodes through a distributed algorithm that exploits random projections, that are linear combinations of the states of the nodes. We shall observe that random projections are implemented through a preliminary pre-distribution phase where data is routed through a gossiping algorithm. While the approach gives good results in terms of reconstruction error its pre-distribution phase can be expensive in terms of consumed energy at the nodes. [16] exploits the data correlation both temporally and spatially. Signal measurements are projected into the incoherent basis at each source sensor, taking into account their temporal correlation. The spatial correlation is instead exploited at the base station. However, real WSN signals are not taken into account in the evaluation of the performance of the algorithm. [5] proposes a similar solution testing it with signals from actual WSN deployments and [17] analyzes this CS recovery technique from a Bayesian point of view, showing that under certain assumptions it is equivalent to maximum a posteriori (MAP) recovery.

The main contributions of the present paper are:

- the design and implementation of the WSN-Control architecture to access and control all the operations in a WSN from a server external to the WSN and connected to the Internet;
- the integration of the compression and recovery technique of [5] into the Signal Reconstruction and Feedback Control framework, that is directly applicable to a monitoring WSN, sensing any kind of spatially and temporally correlated signal;
- the integration of the NESTA CS-recovery technique into the Signal Reconstruction block for online reconstruction of the signal of interest at the server, together with the needed network algorithms, e.g., routing or feedback control, into a Web-based system for WSNs;
- the performance analysis of WSN-Control using signals from actual WSN deployments.

The paper is structured as follows. Section II presents the application scenario and the WSN-Control software architecture and Section III reviews the chosen CS-recovery technique. In Section IV we integrate the CS-recovery technique into the WSN-Control framework through the Signal Reconstruction and Feedback Control module to manage the compression and recovery mechanism. Results for real signals are given in Section V, and Section VI concludes the paper.

II. WSN-CONTROL ARCHITECTURE

A diagram of the WSN-Control architecture is given in Fig. 1. The WSN (possibly composed of separate sensor islands) is accessed through a number of WSN gateways. Sensor nodes adopt a protocol stack based on 6LoWPAN and run a suitable routing protocol to send the gathered data to the gateways. For a more detailed description of the protocols running in the WSN the reader is referred to [18].

The core of the WSN-Control system is the Application Server (see Fig. 1). This server is a Web application composed of the following blocks: 1) Visualization, 2) Communication and 3) Signal Reconstruction and Feedback Control.
1) **Visualization**: this block creates a 3D representation of the gathered data, and is also responsible for the user interface and for the related Applet and Java Server Page (JSP) technology [19].

2) **Communication**: this block is responsible for the reception of data from the WSN and for the transmission of data gathering requests to the sensor nodes. In addition, along with these requests, it also broadcasts feedback messages that set the transmission behavior of all the sensor nodes for the next data collection round.

3) **Signal Reconstruction and Feedback Control**: this block, at each data collection round, reconstructs the entire WSN signal from the received measurements. Feedback messages are generated and sent to the sensor nodes based on the time sample according to the technique in [5] so as to adapt the transmission behavior for the following data collection rounds. In particular, our aim is to minimize the number of nodes that send their measurements at each data collection round, while keeping the reconstruction error below a certain threshold.

The Web application is connected to a database that maintains the WSN measurements collected at previous data collection rounds. These are instrumental to the estimation of the signal statistics that, in turn, are used to obtain the incoherent transformation basis needed by CS, see Section III.

### III. APPLING CS: A MATHEMATICAL OVERVIEW

In this section we briefly overview the mathematical tools that are used in the compression and recovery methods implemented in the WSN-Control framework. We start describing Compressive Sensing (CS), then we detail how to obtain the transformation basis required by CS through Principal Component Analysis (PCA) [20], and finally we recall the key concepts of the Nesterov algorithm to efficiently solve the convex optimization problem in Compressive Sensing [12].

#### A. Compressive Sensing

CS is the mathematical tool exploited to perform distributed compression of an $N$-dimensional signal and centralized recovery of the signal at the server. We represent the signal as a column vector $x^{(k)} \in \mathbb{R}^N$, where each element of the vector corresponds to the value measured by one of the $N$ sensors, collected according to a fixed sampling rate at discrete times $k = 1, 2, \ldots, K$. The signal should be recovered at the server from an ideally small number of random projections of $x^{(k)}$, namely $y^{(k)} \in \mathbb{R}^L$ with $L \leq N$, according to the equation:

$$y^{(k)} = \Phi^{(k)} x^{(k)}.$$  \hfill (1)

In our framework $\Phi^{(k)}$ captures the way in which the sensor data is gathered at the sink, i.e., $\Phi^{(k)}$ is an $L \times N$ sampling matrix with a one in each row and at most a single one in each column, so vector $y^{(k)}$ becomes a subsampled version of $x^{(k)}$. In order to recover the original sensed signal $x^{(k)}$ from $y^{(k)}$, we assume for the moment that there exists an invertible $N \times N$ sparsifying matrix $\Psi$ such that

$$x^{(k)} = \Psi s^{(k)}.$$ \hfill (2)

where $s^{(k)} \in \mathbb{R}^N$ and $s^{(k)}$ is $M$-sparse with $M \leq L$, i.e., it has only $M$ significant components, while the other $N - M$ are negligible with respect to the average energy per component, defined as:

$$E_s^{(k)} = \sqrt{\langle s^{(k)} , s^{(k)} \rangle} / N,$$ \hfill (3)

where for any two column vectors $a$ and $b$ of the same length, we define $\langle a, b \rangle = a^T b$. At the receiver, it is equivalent to calculate a good approximation of either of the two vectors $x^{(k)}$ or $s^{(k)}$, as due to (2) there is a one-to-one mapping between them. Using (1) and (2) we can write

$$y^{(k)} = \hat{\Phi}^{(k)} x^{(k)} = \hat{\Phi}^{(k)} \Psi s^{(k)} = \Theta^{(k)} s^{(k)},$$ \hfill (4)

that is in general an ill-posed and ill-conditioned system with $\Theta^{(k)} = \hat{\Phi}^{(k)} \Psi$ of dimensions $L \times N$, since the number of variables $N$ is larger than the number of equations $L$ and a small variation in the input signal can cause a large variation in the output. However, since we design the matrix $\Psi$ such that $s^{(k)}$ is a sparse vector, as explained in Section III-B, we can invert the system and find the optimal solution with high probability solving a convex optimization problem [4], as described in Section III-C.

#### B. Learning the sparsifying matrix

In standard CS [2], the sparsifying basis $\Psi$ is assumed to be given and fixed with time, but this is not the case for a realistic WSN scenario, where the signal of interest, $x^{(k)}$, is unknown and its statistical characteristics can vary with time. To face this problem we advocate the use of Principal Component Analysis (PCA) [20], which is based on the Karhunen-Loève expansion, that is a method to represent the best $M$-terms approximation of a given $N$-dimensional signal, with $M < N$, exploiting the knowledge of the correlation structure of the signal. Since we do not have perfect knowledge of the correlation structure of the signal in a WSN monitoring application, we can have a good approximation through PCA, which is based on estimating the covariance matrix of the signal of interest $x^{(k)}$. We assume to collect measurements of the signal at discrete times $k = 1, \ldots, K$, and from these measurements we can approximate the mean vector $\bar{x}$ and the covariance matrix $\Sigma$ as:

$$\bar{x} = \frac{1}{K} \sum_{k=1}^{K} x^{(k)}, \quad \Sigma = \frac{1}{K} \sum_{k=1}^{K} (x^{(k)} - \bar{x})(x^{(k)} - \bar{x})^T.$$ \hfill (5)

Given the above equations, we consider the orthonormal matrix $U$ whose columns are the eigenvectors of the covariance matrix $\Sigma$, placed in decreasing order with respect to the corresponding eigenvalues. If we define the vector $s^{(k)}$ as:

$$s^{(k)} \overset{def}{=} U^T (x^{(k)} - \bar{x}),$$ \hfill (6)

by construction we have that the entries of $v^{(k)}$ are in decreasing order, i.e., $s_1^{(k)} \geq s_2^{(k)} \geq \cdots \geq s_N^{(k)}$. Assuming that the instances $x^{(1)}, x^{(2)}, \ldots, x^{(K)}$ of the process $x$ are correlated, as is often the case in WSN monitoring applications, there exists an $M \leq N$ such that all the component $s_i^{(k)}$ with...
functions. As a first step, in the following we review the Nesterov minimization algorithm extended to non-smooth functions. According to (6) we can write
\[ x^{(k)} = \overline{x} + \Psi s^{(k)}, \]  
where we have defined the sparsifying matrix \( \Psi = U. \) The \( N \)-dimensional vector \( s^{(k)} \) obtained through PCA turns out to be \( M \)-sparse, so it can be efficiently recovered with CS, solving a convex optimization problem as detailed in the next section.

C. Convex optimizer

At time \( k \), in order to reconstruct the original signal \( x^{(k)} \) at the receiver we must invert the ill-posed system defined by Eq. (4), where \( \Psi \) is obtained as detailed in the previous section. For simplicity of the notation, we hereby assume that \( \overline{x} = 0 \), as this only counts as an additional term. Moreover, under the assumption that \( s^{(k)} \) has a certain degree of sparsity and under specific assumptions on the matrix \( \Theta^{(k)} \) (that are verified in our case, see, e.g., [21]), inverting (4) has been proven [22] to be equivalent to solving the convex minimization problem
\[
\begin{aligned}
\hat{s}^{(k)} & = \arg\min_{s^{(k)}} \| s^{(k)} \|_{\ell_1} \quad \text{s.t.} \quad \Psi^{(k)} s^{(k)} = \Theta^{(k)} \Psi^{(k)} x_i,
\end{aligned}
\]  
where \( \| \cdot \|_{\ell_1} \) is the \( \ell_1 \)-norm of a vector, i.e., for a given vector \( a \) of \( N \) elements, \( \|a\|_{\ell_1} = \sum_{j=1}^{N} |a_j| \). In WSN-Control, as suggested in [12], this optimization problem is solved through NESTA, which is an application to CS of the Nesterov minimization algorithm extended to non-smooth functions. As a first step, in the following we review the Nesterov minimization method [22]. Subsequently, we discuss the extension of this method to non-smooth functions and finally we explain how it is applied to CS.

Nesterov minimization: this method solves convex optimization problems of the type
\[
\min_{x \in \mathbb{R}^P} f(x),
\]  
where the convex function to minimize, \( f(x) : \mathbb{R}^P \rightarrow \mathbb{R} \), is defined in the convex set \( \mathbb{R}^P \subseteq \mathbb{R}^N \), e.g., of the form
\[
\mathbb{R}^P = \{ x : \mathbb{b} = Q x \},
\]  
where \( Q \) is an \( M \times N \) matrix, with \( M \leq N \), and \( b \in \mathbb{R}^M \) is a given constant vector. Moreover, the function \( f(x) \) must be smooth, i.e., it must be differentiable and its gradient must be Lipschitz:
\[
\| \nabla f(x) - \nabla f(y) \|_{\ell_2} \leq C \| x - y \|_{\ell_2},
\]  
where \( C > 0 \) is a constant [22]. The algorithm proposed by Nesterov to solve (9) is listed in Table I and discussed in the following:

0. Initialize \( x_0 \): a possible initialization method for \( x_0 \) is \( x_0 = Q^T b \). Set \( t = 0 \).
1. Computation of the gradient of \( f(x_t) \).
2. Computation of \( r_{t+1} : r_{t+1} \) is a first sequence of vectors that converges towards the minimum of \( f(x) \). The first term \( p(x, x_t) \) is a proximity function (also referred to as penalty function) weighing more those points that are farther away from the current solution \( x_t \). We have
\[
p(x, x_t) = \frac{C}{2} \| x - x_t \|_{\ell_2}^2.
\]  
3. Computation of \( z_{t+1} : z_{t+1} \) is a second sequence of vectors that also converges to the minimum of \( f(x) \). The first term is equal to (12) but with \( x_0 \) in place of \( x_t \). The second term corresponds to a gradient descent minimization oxygening all previous partial solutions \( x_i, i \leq t \).
4. The solution is updated as a weighted average of \( r_t \) and \( z_t \), using a suitable combination coefficient \( \tau_t \).
5. A possible stopping criterion, originally proposed in [12], is the following. Let \( \overline{f}(\cdot) \) be the average of \( f(\cdot) \) during the last ten iterations
\[
\overline{f}(x_t) = \frac{1}{\min\{10, t\}} \sum_{i=1}^{\min\{10, t\}} f(x_{t-i}).
\]  
The algorithm is terminated when
\[
\Delta f = \frac{|f(x_t) - \overline{f}(x_t)|}{\overline{f}(x_t)} < \delta.
\]  
The coefficients \( \alpha_i, \tau_i \) must be chosen to guarantee convergence, see [13]. The impact of the constant \( \delta \) is studied in Section V.


### Table I

<table>
<thead>
<tr>
<th>The Nesterov minimization algorithm for smooth functions.</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>0.</strong> Initialize ( x_0 ): a possible initialization method for ( x_0 ) is ( x_0 = Q^T b ). Set ( t = 0 ).</td>
</tr>
<tr>
<td><strong>1.</strong> Computation of the gradient of ( f(x_t) ).</td>
</tr>
<tr>
<td><strong>2.</strong> Computation of ( r_{t+1} : r_{t+1} ) is a first sequence of vectors that converges towards the minimum of ( f(x) ). The first term ( p(x, x_t) ) is a proximity function (also referred to as penalty function) weighing more those points that are farther away from the current solution ( x_t ). We have</td>
</tr>
<tr>
<td><strong>3.</strong> Computation of ( z_{t+1} : z_{t+1} ) is a second sequence of vectors that also converges to the minimum of ( f(x) ). The first term is equal to (12) but with ( x_0 ) in place of ( x_t ). The second term corresponds to a gradient descent minimization accounting for all previous partial solutions ( x_i, i \leq t ).</td>
</tr>
<tr>
<td><strong>4.</strong> The solution is updated as a weighted average of ( r_t ) and ( z_t ), using a suitable combination coefficient ( \tau_t ).</td>
</tr>
<tr>
<td><strong>5.</strong> A possible stopping criterion, originally proposed in [12], is the following. Let ( \overline{f}(\cdot) ) be the average of ( f(\cdot) ) during the last ten iterations</td>
</tr>
<tr>
<td><strong>f.</strong> The algorithm is terminated when</td>
</tr>
<tr>
<td>( \Delta f = \frac{</td>
</tr>
</tbody>
</table>
functions, showing that this extension is possible when these functions can be re-written as a maximization problem. Subsequently, with the NESTA algorithm [12], the theory of [13] has been applied to CS. In detail, (8) is re-written as

$$\min_{s^{(k)} \in Q_p} \| s^{(k)} \|_{\ell_1},$$  

where $Q_p$, at time $k$, is the convex set defined as

$$Q_p = \left\{ s^{(k)} : \| y^{(k)} - \Theta^{(k)} s^{(k)} \|_{\ell_2} \leq \epsilon \right\},$$

where $s^{(k)} \in \mathbb{R}^N$ is a sparse vector with only $M$ significant elements with $M \ll N$, $\epsilon \geq 0$ is a small number and $\Theta^{(k)}$ is an $L \times N$ and real matrix having linearly independent rows ($M \leq L \leq N$). In [12], $\| s^{(k)} \|_{\ell_1}$ is re-written as a maximization problem, i.e.,

$$\| s^{(k)} \|_{\ell_1} = \max_{u \in Q_d} \langle u, s^{(k)} \rangle,$$

where $Q_d \subseteq \mathbb{R}^N$ is the unit sphere defined as

$$Q_d = \left\{ u : \| u \|_{\infty} \leq 1 \right\}.$$ 

Hence, $\| s^{(k)} \|_{\ell_1}$ is approximated by the smooth function

$$\| s^{(k)} \|_{\ell_1} \approx f_\mu(s^{(k)}) = \max_{u \in Q_d} \left\{ \langle u, s^{(k)} \rangle - \frac{\mu}{2} \| u \|_{\ell_2}^2 \right\}.$$ 

It can be shown that $\nabla f_\mu(s^{(k)})$ is Lipschitz with constant $C = 1/\mu$ and thus the Nesterov optimization algorithm can be applied to such function. In conclusion, the NESTA method of [12] amounts to solving

$$\min_{s^{(k)} \in Q_p, u \in Q_d} \left\{ \langle u, s^{(k)} \rangle - \frac{\mu}{2} \| u \|_{\ell_2}^2 \right\}.$$ 

Note that (20) can now be solved using the algorithm in Table I, where the inner maximization problem (19) can be solved in linear time through the sequential evaluation of the elements of $u$. In fact, defining $\hat{u}$ as

$$\hat{u} = \arg\max_{u \in Q_d} \left\{ \langle u, s^{(k)} \rangle - \frac{\mu}{2} \| u \|_{\ell_2}^2 \right\} \tag{21}$$

we have

$$\hat{s}^{(k)}_i = \begin{cases} \frac{s^{(k)}_i}{\mu} & |s^{(k)}_i| \leq \mu \\ +1 & |s^{(k)}_i| > \mu \text{ and } s^{(k)}_i > 0 \\ -1 & |s^{(k)}_i| > \mu \text{ and } s^{(k)}_i < 0 \end{cases}, \quad i = 1, \ldots, N \tag{22}$$

**IV. INTEGRATING CS INTO WSN-CONTROL**

The algorithms described in the previous section are implemented in the block Signal Reconstruction and Feedback Control of Fig. 1. This block is responsible for sending to the network nodes the instructions to perform data gathering, at each time sample $k$, and to reconstruct the original signal $x^{(k)}$ from its compressed version $y^{(k)}$. The block is divided into three components: 1) a database responsible for storing the data received from the WSN, 2) the Feedback and Control component that handles incoming data, passes them to the reconstruction block and sends data gathering requests to the WSN nodes and 3) the Signal Reconstruction component, which reconstructs the original signal using PCA and CS. In this section, we describe the implementation of each component of this block. Note that our architecture was designed in a flexible and modular manner and, in turn, can support different reconstruction and data gathering techniques.

**Database:** The database receives at discrete times the measurements from the WSN. Each measure is described by four fields:

- **ID:** the identifier of the sensor that transmitted the data;
- **type:** the type of data transmitted, e.g., in our testbed they can represent temperature, luminosity in two different ranges (320–730 or 320–1100 nm), battery voltage or humidity;
- **value:** the corresponding value measured by the sensor specified in the ID field;
- **time stamp:** expressed in discrete time units $k = 1, 2, \ldots$

**Feedback Control:** This component is responsible for the synchronization of the entire reconstruction process. It implements a data gathering technique [5] that alternates between a training phase and a monitoring phase. During the former all sensors transmit to the gateway their data, which is used to estimate the signal statistics in terms of mean and covariance, see (5). This information is subsequently used to reconstruct the WSN signal in the latter phase, where only a small fraction of nodes transmit.

Specifically, the training phase lasts $K_1$ time samples. Here, the Feedback Control sets the probability of transmission for the sensor nodes to $p_{tx} = 1$ and sends a feedback message with this $p_{tx}$ to all of them. In this way, all sensors transmit their data and the server during the training phase receives $K_1$ complete vectors with $N$ measurements. During the monitoring phase, which lasts $K_2$ time samples, the Feedback Control sets $p_{tx} = L/N$, with $L < N$, and sends this probability to the WSN nodes. Thus, for $K_2$ time samples each sensor transmits its data with this probability (i.e., on average only $L$ of the $N$ sensors transmit at each time sample). Training and monitoring phases are interleaved as follows:

$$\ldots, y^{(k)}, y^{(k+K_1-1)}, y^{(k+K_1)}, \ldots, y^{(k+K_1+K_2-1)}, \ldots$$

with $p_{tx} = 1$ during the training phase, $p_{tx} = L/N$ during the monitoring phase,

$$\min \dim(y^{(j)}) = \dim(y^{(j)}) \leq L$$

where $\dim(y^{(j)})$ is the number of the components of $y^{(j)}$ and $E[\dim(y^{(j)})]$ is the expected value of $\dim(y^{(j)})$.

**Signal Reconstruction:** The Signal Reconstruction block is responsible for recovering a good approximation of the original signal from the data stored in the database. As a first step, at each time $k$ it lists the corresponding values stored in

\footnote{In case there is an error during the transmissions, so that not all $N$ measurements are received, the server simply considers as training set to perform (5) the last complete training set received.}
the database and creates the vector \( y^{(k)} \). Thus, it calculates the matrix \( \Phi^{(k)} \) based on the corresponding IDs, according to (1). If \( k \) is a time sample in the training phase, it just calculates \( \hat{x}^{(k)} \) inverting (1), since in this case \( \Phi^{(k)} \) is an \( N \times N \) invertible matrix, and records this data into the database. Instead, if \( k \) corresponds to a sample in the monitoring phase, the Signal Reconstruction block uses \( y^{(k)} \), \( \Phi^{(k)} \), and the samples of the last recorded training set \( \hat{x}^{(j)}, \ldots, \hat{x}^{(j+K_1-1)} \) to infer the reconstructed value of \( \hat{x}^{(k)} \). In order to do so, this block implements the PCA and CS techniques described in Section III. The statistics necessary to build the sparsifying matrix \( \Psi \) are derived from the samples of the recorded training set through (5), and the convex optimization problem in (8) is solved using the algorithms described in Section III-C.

V. EXPERIMENTAL RESULTS

The proposed signal reconstruction framework has been implemented in the WSN testbed of Fig. 2, which has been deployed on the ground floor of the Department of Information Engineering, University of Padova, Italy, including \( N = 68 \) TmoteSky wireless sensor nodes that communicate with IEEE 802.15.4 radio transceivers. These sensors can measure five different signals: temperature, humidity, luminosity in two different ranges (320–730 and 320–1100 nm), and the voltage of their battery. For the performance analysis we have considered temperature and humidity, which have high spatial and temporal correlation, and luminosity, that instead is an unpredictable signal with high variability in space and time. In the following we test the performance of the NESTA algorithm integrated in the Signal Reconstruction and Feedback Control module and of the whole module implemented in the testbed, for a measurement campaign of about \( 10^3 \) samples taken at a sampling period of \( 3 \cdot 10^2 \) s.

The NESTA algorithm has been rewritten in C++ and integrated into the signal reconstruction module of WSN-Control. The implementation of the algorithm is available from [1], while we refer the reader to [12] for the original version of NESTA. As a first step, we selected the parameters of the optimization \( \delta \), which determines when the algorithm stops, see (14), \( \epsilon \), which is a constant used to relax the equality in (10), see (16) and \( \mu \), which is related to the accuracy of the approximation of the \( \ell_1 \)-norm, see (19). In our results we have fixed the value of \( \mu \), keeping into account that smaller values imply a better approximation and bigger values imply a faster convergence. We have chosen \( \mu = 10^{-2} \), since by simulations we have noticed that this value only marginally impacts the result of the minimization while guaranteeing a fast convergence. In Figs. 3 and 4 we represent the performance of the algorithm varying \( \delta \) and \( \epsilon \) for the luminosity signal. The x-axis represents \( p_{tx} \) during the monitoring phase, see Section IV, while the y-axis represents the average relative reconstruction error in the whole simulation \( (k = 1, \ldots, K) \), defined as

\[
\bar{\xi}_R = \frac{1}{K} \sum_{k=1}^{K} \xi_R^{(k)},
\]

where \( \xi_R^{(k)} \) is the relative reconstruction error at time \( k \), i.e.,

\[
\xi_R^{(k)} = \frac{\| \hat{x}^{(k)} - \hat{x}^{(k)} \|_2}{\| \hat{x}^{(k)} \|_2}.
\]

In Fig. 3 we notice that varying the value of \( \delta \) in the range \([10^{-4}, 10^{-5}]\) does not affect the recovery performance;
for our results we picked $\delta = 10^{-5}$. In Fig. 4 instead we vary $\epsilon \in [10^{-3}, 1]$. For $\epsilon \leq 10^{-2}$, the reconstruction error is quite insensitive to $\epsilon$, while it sharply increases for larger values of $\epsilon$. We decided to adopt $\epsilon = 10^{-2}$ as it provided reasonable performance across all our experiments. It is worth noting that for $\epsilon = 1$ we reach the upper bound of the reconstruction error, represented by the error in the case where we have no optimization, but we consider as reconstructed signal $\hat{x}(k) = \mathbf{x}$, i.e., the average calculated over the previous training set, see (5). This is due to the fact that for a large value of $\epsilon$ the constraints are relaxed, so the set of possible solutions $Q_{\epsilon}$ includes also the null solution $\hat{s}(k) = 0$, that is the sparsest one in Eq. (8). In this case the algorithms (7) gives as outcome $\hat{x}(k) = \mathbf{x}$.

In Fig. 5 we show the performance of the Signal Reconstruction and Feedback Control module as a function of $p_{tx}$ for signals sensed in the WSN testbed at the University of Padova. In this set of experiments we set the length of the training phase to $K_1 = 2$ and the length of the monitoring phase to $K_2 = 4$. We note that for highly correlated signals like temperature and humidity, the reconstruction error is sufficiently small, i.e., below $\xi_R < 0.01$, for relatively small values of $p_{tx} \approx 0.2$. Instead for more unpredictable signals like luminosity the error increases sharply with decreasing $p_{tx}$: in this case an error below $\xi_R < 0.05$ is achievable with $p_{tx} > 0.75$.

In Fig. 6 we analyze the behavior of the reconstruction error $\xi_R^{(k)}$ of the three selected signals as a function of time $k$ for two values of $p_{tx}$, 0.2 and 0.9. First of all, we observe an oscillatory behavior of $\xi_R^{(k)}$, that is due to the alternation of training and monitoring phases. Specifically, during training phases $\xi_R^{(k)} = 0$ as the signal is entirely measured, whereas during monitoring phases $\xi_R^{(k)}$ presents higher values. This is because the statistics calculated during any given training phase in (5) tends to become outdated during the subsequent monitoring phase and, as a consequence, the reconstruction performance deteriorates. As expected, we notice that a large $p_{tx}$, e.g., $p_{tx} = 0.9$, gives a significantly smaller reconstruction error than, e.g., $p_{tx} = 0.2$.

Finally, in order to validate our approach, we have simulated our framework testing it with other real signals from the EPFL WSN deployment LUCE, see [23], that is composed of $N = 81$ sensor nodes. The parameters of the recovery method are the same that we used for the previous figures. In Fig. 7 we represent the average reconstruction error $\xi_R$ for humidity and for surface and ambient temperature. The signals have been gathered in a measurement campaign of about $10^3$ samples taken at a sampling period of $9 \cdot 10^3$ s. The first signal
is highly correlated and as such its error is bounded under $\xi_R < 0.01$. On the contrary, the remaining two signals have a more unpredictable behavior and show similar performance to the luminosity signal of Fig. 5. We remark that, although the experimental data used for Figs. 5 and 7 have been collected from different testbeds, the corresponding plots maintain the same shape, meaning that our recovery algorithm is stable and tunable as a function of the signal statistics.

VI. CONCLUSIONS

This paper presents the Signal Reconstruction and Feedback Control module, which uses Compressive Sensing for the reconstruction of signals in WSNs, addressing its integration into the WSN-Control architecture. CS is efficiently implemented according to the NESTA optimization algorithm. Experimental results show that the signal gathering and reconstruction technique adopted is effective in WSNs, leading to savings in terms of number of transmitting nodes (and thus in terms of energy cost for the WSN). These savings depend on the signal statistics and, for correlated signals, can be quantified in a substantial reduction of the communication cost with respect to the case where all WSN measurements are collected. For instance, with $p_{tx} = 0.2$ we can obtain savings of about 80% in terms of number of transmissions. These techniques have been tested in an environmental monitoring WSN, but they can be used in a wide range of applications that aim to compress and recover a distributed signal with a certain level of spatial and temporal correlation.

Our future work will be devoted to the adaptive and autonomous selection of $p_{tx}$ and to an improved estimation procedure for the relevant signal statistics of (5) that will work on incomplete signal representations. This will allow the removal of the training phase, which will lead to a further reduction of the communication cost.
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Fig. 7. Average reconstruction error for the Signal Reconstruction and Feedback Control module, signals from EPFL LUCE WSN deployment.